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Abstract 

 

 This paper aims to examine the current health of the California residential real estate 

market through an analysis that is threefold. In the first portion of our analysis, we observe the 

relationship between home price and real estate specific measures that are widely considered 

predictive of home price appreciation. We conduct this analysis on both the county and state 

level. Using a cross-covariance analysis with varying lag lengths, we find that the majority of our 

“leading indicators” most closely vary with price contemporaneously. In the subsequent two 

sections, we focus our analysis on the state level and do not consider local county level real 

estate markets. The second section identifies confounding economic factors that may also 

influence price movements in real estate markets. Collectively, the selected confounding factors 

appear highly predictive of future price movements and yield an inauspicious outlook for 

California home prices. Finally, we employ a vector autoregressive model to quantify future 

home price movements in California. We project home prices, as measured by House Price Index 

for California (HPI), to fall roughly 30 percent in the median case over the next four years. 
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Introduction: 

 

 The mention of housing markets often elicits memories of the 2008 housing collapse that 

crippled domestic and international economies. Over a decade later, while economists and 

financial analysts alike have tried to predict the next housing bubble, speculation still runs 

rampant—at least that is our contention. How is it that something so engrained in the fabric of 

every economy is so misunderstood? Maybe we have learned our lesson over the past 11 years, 

but this paper will elucidate real housing trends and debunk the housing fallacies that often lead 

to a dislocation between price and value. Our method of review and analysis of data include the 

rigorous employment of a cross-covariance model, which establishes relationships between key 

market indicators and housing prices, as well as with commentary on historical price movements 

with the aforementioned indicators. 

Literature Review: 

 

 A primary source of inspiration for the modelling that we use in this paper is the work 

conducted by Follain and Giertz following the housing market crash of 2008. James Follain and 

Seth Giertz first published their inquiries about establishing a new house price stress test in 2011. 

By evaluating the effectiveness of the house price stress test (termed ALMO), they sought to 

determine whether or not the ALMO stress test sufficiently represented the riskiness of the 

housing market prior to the Great Recession of 2008. Essentially, they use Monte Carlo 

simulations to quantify the effects of low probability events, such as the remarkable price 

declines seen during the housing market crash of 2008. Significantly, the authors determined that 

the relationships between housing price appreciation and established explanatory variables have 

changed over time and that momentum increasingly plays a role in house price outcomes. Follain 

and Giertz build upon their research in a particularly interesting working paper from 2012. They 
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analyze data over a 20-year period from 1990-2010 to establish relationships between housing 

prices and relevant explanatory variables. By employing a vector error correction model 

(VECM) and running Monte Carlo simulations, the authors are able to analyze projections on 

many house price paths. These tests are run with the intent of accurately modelling the house 

price changes that occurred from 2008-2010. Additionally, Follain and Giertz find, again, that 

increased momentum plays a significant role and seems to sensitize the housing market to the 

exogenous negative shocks which ultimately led to the monumental crash of 2008. In our paper, 

we similarly adopt an autoregressive model whereby we use the generated empirical 

relationships to forecast an out-of-sample period for house prices. 

 Robert Shiller and Karl Case grabbed national attention for their seminal research on 

bubbles in relation to the housing market when housing markets finally collapsed in 2008. As 

early as 2003, in their paper Is There a Bubble in the Housing Market?, they posited that there 

was significant bubble sentiment in three of the four large metropolitan areas in which they 

focused. These suspected bubble regions were Los Angeles, San Francisco, and Boston, which 

were all characterized by consumer notions of excess demand and upward rigidity in asking 

prices. Further, Shiller and Case noted that three relevant components of a speculative bubble 

already existed in some cities: strong investment motive, high expectations of future prices 

increases, and strong influence of word-of-mouth discussion. While the authors did not anticipate 

a massive bursting of the bubble in 2003, they correctly identified the growing speculative nature 

of United States housing market and provided a framework for understanding the fundamentals 

of a housing bubble. We rely on these findings in our preliminary analysis of current housing 

market conditions.  
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 Finally, the initial portion of our analysis closely mirrors the statistical methods that 

Norman Miller and Michael Sklarz use in their 1986 paper A Note On Leading Indicators of 

Housing Market Price Trends. Similar to Miller and Sklarz, our study investigates the 

relationship between various real estate specific supply and demand factors and housing prices. 

Our analysis includes a few of the same determinants of house prices that are regarded as leading 

indicators, such as “Time (days) on Market” and “Unsold Inventory.” Additionally, we 

implement Miller and Sklarz cross covariance analysis between our selected variables and real 

housing price appreciation using various time staggers. Employment of this model sheds light on 

how changes in market indicators today may inform us about housing prices at different time 

points in the future. However, unlike Miller and Sklarz, our study also includes metrics outside 

of measures of housing supply in the real estate market that we contend are deterministic of 

future housing prices. Such indicators not investigated by Miller and Sklarz include the “Housing 

Affordability Index”, the 10-Year Treasury Rate, and volume of building permits approved.  
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Part 1: A Cross-Covariance Analysis 
 

Data: 

  

 We delineate below our five explanatory variables, which we believe to be paramount to 

discerning housing price behavior in real estate markets. The historical data for these five 

explanatory variables are largely pulled from the California Association of Realtors (CAR). The 

CAR also provides the monthly median sales price for single-family detached homes in 

California dating back to January 1990. Monthly median sales prices are given for each of the 58 

counties in California as well as for the state as a whole. Such data allow our study to analyze 

differences in housing markets between individual counties in California. The scope of this study 

includes the state of California as a whole, as well as the following five representative counties 

individually, selected to be geographically and demographically diverse: Ventura, Los Angeles, 

Sacramento, San Francisco, and Santa Clara. We believe that a comprehensive analysis of 

California coupled with these five diverse counties will accurately depict current housing market 

conditions and provide an outlook for future price movements.  

A well-known issue with using median home price data is that it does not control for the 

size of the houses being sold. Higher median home prices may simply be the product of larger 

homes on average. To control for this key issue, we use data from two indices as our selected 

measure of real home price appreciation. For our county analyses, we employ the Zillow Home 

Value Index (ZHVI), which seeks to avoid mischaracterizing the composition of properties sold 

in one period versus another—a bias to which many aggregate indices are vulnerable. Zillow 

utilizes their extensive valuation data to form estimates of potential sale prices on every home. 

They also note that while there is estimation error involved with estimated sales price, the 

likelihood that this error is above or below the actual sale price is equal. Thus, the distributions 
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of estimated and actual sale prices are very similar. To construct the ZHVI, Zillow first takes 

aggregate value estimates and calculates the raw median estimates, called “Zestimates.” Then, 

after adjusting for any residual systematic error, they apply the Henderson Moving Average 

Filter. Lastly, Zillow applies a seasonal adjustment to produce the completed index. For the 

purpose of this study, we use monthly median index data at the county level from the Single-

Family market segment. 

For our analysis focused on the state of California, we utilize quarterly House Price Index 

(HPI) data from the U.S. Federal Housing Finance Agency as a component of our responding 

variable, which is real price appreciation. All California state analysis is conducted on a quarterly 

basis, while county analysis is completed on a monthly basis. We adjust both ZHVI and HPI by 

CPI less shelter from the Bureau of Economic Analysis to account for inflation and determine 

real price appreciation. We make the distinction of using CPI less shelter because we want to 

eliminate the effect of non-housing related inflation to capture real price appreciation. In brief, 

we use ZHVI and HPI data instead of median home price as an estimate for real price 

appreciation to control for fundamental changes in properties sold. 

 For both our county and state level analyses we run regressions with the same five 

explanatory variables. These five variables are: The Traditional Housing Affordability Index 

(HAI), Unsold Inventory Index (UII), Median Time on Market (TOM), Building Permits, and 

Ten-Year Treasury Note yield. We employ the traditional HAI from the California Association 

of Realtors (CAR), which is calculated as the proportion of people that can afford a median 

priced home. The traditional HAI assumes a 20% down-payment and uses, “[the] national 

average effective mortgage interest rate on all fixed and adjustable rate mortgages closed for the 

purchase of previously occupied homes as reported monthly by the Federal Housing Finance 
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Board” (CAR 2019). Because CAR only supplies quarterly data for the traditional HAI, we must 

interpolate monthly values to conduct our county-based analysis. We do so via cubic spline 

interpolation, which essentially fits a cubic function to the quarterly data and provides insight as 

to the monthly values in between. While a cubic spline model introduces autocorrelation to our 

data, we can control for this in our analysis which we expound upon later in our methodology 

section. The Unsold Inventory Index data are also gathered from CAR and are simply the 

number of homes for sale divided by the number of homes sold in the most recent month. Our 

Median Time on Market variable represents the median time spent on the market between list 

and sale in a given month for a given county, or a given quarter for the state of California. 

Building Permits are defined as the number of approved building permits for new housing units. 

Data for new building permits are gathered monthly from the Federal Reserve Economic Data 

(FRED) and are adjusted to quarterly data for our California analysis. Lastly, we utilize FRED 

data for ten-year Treasury note yields. 

Hypotheses:  

 

In any statistical model it is possible to find a relationship between entirely unrelated 

variables. Thus, in the interest of good practice, we must explain the relevance of the variables in 

our analysis and their expected influence on housing prices before executing statistical tests. 

Specifically, our statistical approach considers the relationship between real appreciation in 

housing price and five variables: The Traditional Housing Affordability Index, Unsold Inventory 

Index, Median Time on Market, number of approved Building Permits, and the 10-year United 

States Treasury rate. The degree to which these variables exhibit a sensible and statist ically 

significant relationship with real appreciation in housing price will serve as the basis for our 

outlook on the near-term health of the housing market. In the following paragraphs, we delineate 
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our hypotheses regarding the relationship between these five variable and future housing prices 

before delving into our statistical methods.  

Similar to all markets, prices in the real estate market are partially determined by the 

magnitudes of supply and demand. The HAI is included in our model because it serves as a 

proxy for housing demand. When HAI values are relatively high, a greater number of individuals 

can afford a mortgage on a home signifying greater demand in the market. As home prices rise, 

mortgages become more expensive. Fewer people can afford these mortgages so the Traditional 

Housing Affordability Index falls, reflecting shrinking demand in the housing market. While 

HAI is logically correlated with price levels, it is contemporaneously related to percent change in 

price. By definition, any instantaneous positive change in price would be matched by a decrease 

in HAI. Ergo, we expect HAI and price appreciation to express an inverse relationship. As HAI 

falls, housing prices should rise until demand reaches such low levels that prices must collapse to 

correct for the lack of demand. Exhibit 1.1 below shows the historical relationship between HAI 

and real house appreciation in California and depicts consistently low levels of HAI prior to the 

2007 housing collapse.  
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Exhibit 1.1:  

 
 

 Conversely, tracking the Unsold Inventory Index serves as a gauge for market supply. As 

the Unsold Inventory Index rises, either the number of non-purchased units is rising, or the rate 

at which units are selling is falling. High Unsold Inventory Index scores can be interpreted as an 

oversupply of available housing in the market. Thus, like HAI we expect UII scores to be 

negatively related to housing prices and for real prices to fall in periods following high UII 

scores. The historical relationship between UII and real housing price appreciation is shown 

below in Exhibit 1.2.   
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Exhibit 1.2: 

 
 

 The number of approved building permits also serves as a measure of supply in the 

housing market and should therefore influence price. In no dissimilar fashion to the Unsold 

Inventory Index, an increasing volume of approved housing permits represents an increase in 

market supply. However, after obtaining a building permit a house must still be built before it is 

listed on the market. Because of the construction period, or lag, between the approval of a permit 

and the house’s actual listing on the market, we do not expect a contemporaneous negative 

relationship between real housing price appreciation and the number of approved building 

permits. Rather, we expect a considerable time lag between the number of building permits and 

its impact on housing prices. In short, we contend that building permits will be negatively 

correlated with real housing prices, however, this effect should only be observed after a greater 

period of time when compared to supply indicators that exclusively recognize houses currently 
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listed on the market. Exhibit 1.3 details the historical relationship between approved building 

permits and real house appreciation in California.   

Exhibit 1.3: 

 
 We regard our fourth variable “Median time on market” as relevant to future housing 

prices for two key reasons. First, median time on market is a barometer for demand in the 

housing market. The intuition here is that periods where the median time on market for listings is 

low represent high levels of demand, while periods with high median time on market represent a 

period with significantly more sellers than buyers. Secondly, median time on market also 

characterizes levels of liquidity in the housing market. Real estate is widely viewed as an illiquid 

asset class and investors may be averse to home purchases due to significant liquidity risk. A 

shorter median time on market indicates greater ability to turnover a house and thus dampens the 
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liquidity risk perceived by any homebuyer. Because we stipulate that lower median time on 

market values indicate stronger market demand, and lower levels of liquidity risk for investors, 

we anticipate an inverse relationship between median time on market and real housing price 

appreciation. An overview of the past relationship between median time on market and housing 

price appreciation is shown below in Exhibit 1.4.  

Exhibit 1.4: 
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major liquidity providers, in the housing markets, such as the Federal National Mortgage 

Association (Fannie Mae). Therefore, a higher 10-year Treasury rate coincides with higher 

interest rates on mortgages granted by lenders such as Fannie Mae and homes become more 

expensive for the typical investor attempting to buy into the housing market. In light of this 

relationship, we expect the 10-year Treasury rate to be negatively correlated with real home price 

appreciation. Exhibit 1.5 depicts the historical context of the aforementioned relationship.  

Exhibit 1.5:  
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Cross-Covariance Results: 
 

The following cross-covariance analysis indicates the extent that each variable has 

covaried with changes in real home price between 2008-2017. Results are listed by variable, 

detailing relationships in each of the six regions analyzed (i.e. California state analysis and the 

five county analyses). The graphs track cross-covariance on the Y-axis and time-lag on the X-

axis. Negative values along the X-axis represent the selected variable shifted in time relative to 

real price appreciation. In other words, a value of “-12” calculates covariance between the given 

variable with changes in real price 12 months later. Contrarily, a value of “12” calculates 

covariance between price appreciation (percent change in price) and the selected variable 12 

months later. Thus, calculated covariance values for negative values along the X-axis highlight 

the degree that the selected variable is a “leading indicator” or varies with future price 

appreciation. On the other hand, positive values along the X-axis reveal the extent to which price 

appreciation relates with future values of the selected variable. It should be noted that X-axis 

values for the California graphs are in quarters while X-axis values for the counties are in 

months. A “-12” shift for the California analysis equates to a “-36” time shift in our county 

analyses. Consistent throughout both state and county analysis is the exploration of one, two, and 

three-year time lags/leads (negative/positive X-axis values). In this analysis, we are seeking to 

establish which time lags have the highest absolute values of covariance. The time lag with the 

highest absolute covariance is indicative of the strongest relationship between the given variable 

and real price appreciation and informs us on which time shifts should be used in our 

regressions. The results detailed in Exhibit 1.6 below examine region results by variable. 
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Traditional Housing Affordability Index: 

 

Exhibit 1.6:  

 
 

Our cross-covariance analysis for HAI and change in real housing price yielded 

consistent but surprising results. Intuitively, we hypothesize that the relationship between HAI 

and housing price should be negative: as prices rise, HAI drops. In all five counties and for the 

entire state we find a weekly negative contemporaneous relationship (covariance at x=0). 

However, what is unanticipated, and contradicts our hypothesis for HAI is that in all six of our 

tests the most extreme negative relationship between HAI and housing price appreciation 
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occurred with a positive time shift of roughly twelve months. This undermines our notion of 

viewing HAI as a leading indicator for price appreciation. In all six of our results, the 

relationship between HAI and price appreciation is not negative until price appreciation is 

compared to a future HAI (X>0). With the exception of San Francisco, the most extreme 

negative relationship between HAI and real housing price appreciation exists when real price 

appreciation is compared to HAI one year in the future. Given the consistency in our cross-

covariance analysis across counties and the state as a whole, it seems that price appreciation 

leads HAI, rather than the converse. The lack of a strongly negative relationship between HAI 

and real housing price appreciation when HAI leads implies that the notion of HAI as a leading 

indicator for home prices is largely unfounded. 

 

Unsold Inventory Index: 

 

Exhibit 1.7:  
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 Here, we find that the highest covariance absolute value for the Unsold Inventory Index 

occurs with zero shift in all regions. Across the six regions there is a similar shape of the curve 

for the varying staggers of UII over time. Further, with the exception of Ventura County, 

covariance values for all staggers are negative, implying an inverse relationship between real 

price appreciation and the UII. When observing the entire state of California, UII is similarly 

negatively correlated with zero time shift as with a shift of -4 quarters. This indicates that the UII 

may be useful as a one-year leading indicator of housing prices. In other words, high values of 

UII correspond with decreasing home prices one year out. If we were to extrapolate with this 

predictive power, Exhibit 1.2 indicates that for the subsequent year we can anticipate price 

appreciation in home values. However, it is worth nothing that while we forecast this trend for 

the next year, the curvature of UII versus time looks remarkably similar to UII just before it 

bottomed out in 2006 and price depreciation began in the housing market. 
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Median Time on Market: 

 

Exhibit 1.8:  

 

 

 
 

With the exception of Ventura County, there is a clear relationship of negative covariance 

between median time on market and real price appreciation across all staggers. In the California 

data, it is evident that the strongest covaried relationship between median time on market and 

real price appreciation occurs with zero lag or lead. In every county except for Santa Clara, 

however, the largest covariance value occurs with a lag of 12-36 months for median time on 

market. In all of these cases, though, the covariance without any time lag is a close second. The 
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tentative theory that we propose, is that real price changes precede movements in median time on 

market because of changes in consumer confidence that these price changes induce. For instance, 

a recession may subdue consumer confidence for up to three years before confidence is restored 

and median time on market decreases. Looking back at Exhibit 1.4 it is interesting to note that 

median time on market has approached historical lows. Current median time on market levels 

closely mirror levels seen immediately before the collapse of the 2008 housing bubble. Such 

extraordinarily low median time on market levels indicate exceptionally high levels of consumer 

confidence and may allude to overly aggressive speculation in the current housing market. 

Should current consumer confidence not be grounded in a rise in the intrinsic value of homes, we 

can expect an impending market correction. 

 

Building Permits: 

 

Exhibit 1.9:  
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 The results of our building permits cross covariance tests are highly insightful as they 

enable us to more precisely quantify the length of the time lag between the approval of building 

permits and their impact on housing prices. As stated in our hypothesis, we expected building 

permits to exhibit a delayed inverse relationship to housing price as a rise in approved building 

permits today will result in an increase in the supply of future housing. In four of our six cross 

covariance tests, the largest negative covariance value was calculated when building permits 

were compared to housing prices three years later. Only Santa Clara and San Francisco exhibited 

a positive covariance with a three-year time lag. However, even these two counties experienced 

their least positive covariance values with a three-year time lag and were approaching negative 

values. Such a finding supports our hypothesis of a delayed negative relationship between the 

number of building permits and housing prices and also suggests that perhaps the most 

significant negative relationship lies in a time shift greater than three years. Yet another 

insightful finding from our building permits covariance analysis is the positive relationship 

expressed in all six counties when prices are compared to the number of building permits in the 

future. The consistent positive relationship that exists between building permits and housing 

price appreciation when price is considered as the leading indicator is likely explained by market 

momentum. When housing prices begin to rise, builders scramble to get their own piece of the 

wealth. Thus, we see the number of building permits increase concurrently with and after an 
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increase in real home prices. Currently the data do not allow us to make a sound prediction about 

the effect of building permits on near term housing prices. While the number of building permits 

has been on the rise for the last eight years, they have been climbing from historical lows seen 

after the collapse of the last housing bubble. Therefore, it is difficult to discern if the rise in 

building permits in the recent past will actually result in an oversupply of homes in three years.  

 

Ten-Year Treasury Yield: 

 

Exhibit 1.10:  
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 For all of the counties included in our covariance analysis, a zero time shift of the ten-

year Treasury yield corresponded with the greatest covariance value. However, for the state of 

California as a whole, the shift with greatest covariance was a lead of four quarters. Additionally, 

the covariance for a shift of eight quarters in that same direction was also greater than the 

covariance for no shift at all. Across the six regions all staggers were negatively correlated with 

real price appreciation. We correctly anticipated this relationship due to the correlation between 

ten-year Treasury yields and mortgage rates that we discussed previously. While Treasury yields 

have been subdued as a result of monetary policy such as quantitative easing in lieu of the global 

financial crisis, yields have been rising and at some point may pressure housing markets via 

rising mortgage rates. 

Regression Analysis:   

Exhibit 1.11:  

 

 

 

 

From the outset of our study, the aim was to uncover the relationship between the 

selected variables above and real housing prices. While the cross-covariance analysis enables us 

to better understand how and when our selected variables interacted with housing prices, it does 

not provide information on how much they influence price. The objective of our linear regression 

analysis is to discern the magnitude of influence of our selected variables on housing price and 

how much variability in home prices can be explained by the variables used in our study. We 

maximize the significance of our regression analysis by employing the findings in our cross-
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covariance analysis and time shifting individual variables with their respective highest levels of 

covariance with price appreciation. 

Because of the autocorrelation introduced to the Traditional HAI county data from the 

cubic spline interpolation process described in the data section, all bivariate regressions run for 

Traditional HAI are Newey-West regressions. Newey-West standard errors do not rely on the 

same set of assumptions that most regression models use, and thus aim to overcome issues of 

autocorrelation and heteroskedasticity in time series data. Additionally, all of our bivariate 

regressions utilize robust standard errors. Our adoption of robust standard errors is based on the 

logical assumption that some of our data could be heteroskedastic and obtain non-constant 

variance over time. For example, quantitative easing undoubtedly dampened variance of interest 

rates in the years immediately following the crisis. In the Appendix, we include all 36 bivariate 

regressions that we ran. For the Unsold Inventory Index, Median Time on Market, Building 

Permits, and the Ten-Year Treasury Rates, we considered the results of our cross-covariance 

analysis and regressed zero time lags of these variables against real price appreciation. For the 

Traditional HAI, we looked at 3-year leads of HAI versus real price appreciation as well as a 

base case with zero shift. All regression results can be referenced in the Appendix. 

 Assuming a significance level of 𝛼=.05 our regression results for California as a whole 

show that four of our five variables had a statistically significant influence on price appreciation 

with no time shift. The only variable that did not yield a statistically significant result was HAI. 

UII and median time on market appeared to have the largest impact on housing price as 

measured by “R-squared” values with “R-squareds” of .33 and .32 respectively. Additionally, 

building permits yielded an R-squared of .24 while the Ten-Year Treasury rate produced an R-

squared of only .04. Finally, building permits with a three-year time shift also had a statistically 
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significant influence on price, but yielded a lower R-squared of .13 when compared to the R-

squared of building permits with no time shift. Interestingly, unlike the concurrent regression for 

building permits, employing a three-year time shift yielded a negative beta coefficient for 

building permits. This difference between the two building permit regressions reinforces the 

finding of our cross-covariance analysis that building permits are positively correlated with 

prices today but negatively correlated with prices in the future.  

 The analysis for the five counties can be largely generalized, as they demonstrated very 

similar relationships between regressors and real price appreciation. For instance, in all five 

counties the Unsold Inventory Index, Median Time on Market, and the Ten-Year Treasury were 

all statistically significant at the 95% confidence level. There were, however, varying results 

between counties for HAI and building permits. We attribute the lack of significance of HAI to 

the conclusions in our cross-covariance analysis that HAI adjusts to change in home price and 

does not hold predictive power over future housing prices. Variability in home price explains 

variability in HAI and not vice-versa. Because the regressions conducted for HAI only consider 

the relationship between HAI and real home price in the same period it is not surprising that HAI 

failed to hold a statistically significant relationship with home prices. In light of our cross-

covariance analysis it seems more probable that there exists a statistically significant relationship 

between real home prices today and HAI in the future. In regard to building permits, we believe 

that the inconsistencies in significance across counties is simply due to our use of the nominal 

number of building permits across months instead of looking at percent changes in building 

permits across periods. We believe that an expansion of our study that looks at building permit 

growth rather than number would find significance in all counties when regressed against real 

price appreciation. 
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Part 2: Confounding Economic Factors: A 

Macroeconomic View 
 

 In Part 1 of our study, we analyzed the relationship between housing prices and real 

estate specific factors such as traditional HAI, unsold inventory, building permits, and time on 

market. While such an analysis is informative, it would be myopic to assume that only factors 

within the real estate sector determine housing prices. An astute analysis of housing prices must 

not evaluate the real estate market in isolation, rather it must also consider a broader scope of 

economic factors that may impact home prices. In this portion of our paper we take a more 

general approach and examine the relationship between home prices and macroeconomic factors 

not exclusively confined to the real estate sector. The macroeconomic measures we believe to be 

especially relevant to home prices are: the current unemployment rate, S&P 500 performance, 

the 10-2 Treasury spread, and the health of the construction industry.   

 The first macroeconomic metric we chose to consider in our analysis is the 

unemployment rate. We expect unemployment to exhibit a negative relationship with home 

prices. An increase in the unemployment rate can be interpreted as a decrease in housing 

demand. Fewer people employed results in less wealth among consumers and thus less capital 

among potential homebuyers. Additionally, lower rates of unemployment coincide with less 

employer flexibility to suppress wages. When unemployment rates are low, labor is in high 

demand and employers must compete for workers by offering higher wages. The aforementioned 

relationship between the unemployment rate and growth in wages is well known phenomena that 

is referred to within the field of macroeconomics as the Phillips Curve. Such economic theory 

further suggests that periods of falling unemployment should correspond with greater consumer 

purchasing power and precipitate higher home prices. It should be noted that we do not expect 
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this negative relationship to be contemporaneous. Similar to the time lag between the 

implementation of an economic policy and realized effects on the economy, changes in the 

unemployment rate should affect housing prices in the future. Consumers need time to accrue 

greater wealth and consumer confidence associated with falling unemployment rates before they 

can act differently within real estate markets. Figure 2.1 below provides an overview of the 

relationship between the U.S. unemployment rate and California housing prices since April 2007 

and largely confirms our expectations that the unemployment rate is an inverse leading indicator 

of home prices.    

Exhibit 2.1:  

 

  
 In addition to solidifying our expectation of a lagged inverse relationship between the 

unemployment rate and home prices, the most compelling trend in this graph is the long period 

of falling unemployment since the Great Recession. It appears that this trend has finally begun to 

slow with unemployment stabilizing around 4% in 2018. The lengthy period of falling 

unemployment that appears to have reached its conclusion is especially pertinent because 
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unemployment is cyclical in nature. The historical cyclicality of unemployment is highlighted in 

Exhibit 2.2 below.  

Exhibit 2.2: 

 
This graphic provided by the FRED suggests that the United States is reaching the end of 

an economic cycle and should anticipate rising unemployment rates in the near future. During 

and after a recession, it has become common for the Federal Reserve to restore economic activity 

with a period of quantitative easing that ensures a low interest rate environment. However, after 

the economy has recovered, inflation rates become the Federal Reserve's primary concern. In an 

effort to avoid periods of stagflation or a serious future correction, the Federal Reserve slowly 

inches interest rates up. This contraction in monetary policy makes it more expensive for 

corporations to borrow or pay off pre-existing adjustable rate debt and places pressure on 

corporate profit margins. The inevitable result is that the unemployment rate begins to creep 

back up as heightened costs render companies more hesitant to expand and take on new 

employees. Given the depicted cyclicality of unemployment and the established relationship 

between the unemployment rate and housing prices, the current U.S. interest rate environment 

spells trouble for the future of the housing market. Since its meeting in December 2015, the 

Federal Reserve has initiated its plan of slowly raising interest rates, typically in 25 basis point 
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increments. As rates rise we can expect unemployment rates to steadily increase and future home 

prices to steadily fall.  

 The second broader economic factor considered in this portion of our analysis is the S&P 

500. The S&P 500 is an index comprised of the largest 500 U.S. companies by market 

capitalization. Given its composition, S&P 500 performance is widely considered to be a 

benchmark for the health of the U.S. economy. During a bull market, or sustained period where 

the S&P 500 appreciates in value, consumer confidence is high. Conversely, during a bear 

market, market participants are more apprehensive about investing as they fear buying in before 

the economy bottoms out. Because a home purchase represents most individuals’ most 

substantial investment, the proclivity of consumers to purchase a home is likely influenced by 

changes in economic sentiment tied to S&P 500 performance. Furthermore, the enormous 

amount of wealth tied to the index suggests that the number of people capable of purchasing a 

home fluctuates with S&P 500 performance. For instance, three of the largest exchange traded 

funds (ETFs) tracking the S&P 500 are SPY, IVV, and VOO. These three ETFs alone 

collectively hold nearly a trillion dollars in assets. Considering the immense amount of 

investment assets tied to the S&P 500, a downward turn in the index yields a substantial financial 

blow and loss in purchasing power to the American people. In consideration of the above, we 

expect housing prices to move in concert with S&P 500 performance. The relationship between 

housing prices and the S&P 500 are delineated below in Exhibit 2.3.  
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Exhibit 2.3:   

 

 
 A preeminent concern among investors in real estate is liquidity. The closure of any real 

estate transaction is a laborious process that requires agents, escrows, and finding the appropriate 

buyer. For this reason, real estate investments are extraordinarily illiquid in comparison to stocks 

and other financial derivatives that can be quickly turned over to realize profits. Liquidity, or 

lack thereof, is paramount in encouraging or deterring investments in real estate and thus a 

measure of housing market liquidity must be included in our analysis. While imperfect, our 

measure for liquidity in the housing market is the 10-2 Year Treasury spread. Banks and other 

credit lending financial institutions often borrow short term from the Treasury at the federal 

funds rate and then lend to long-term borrowers such as homebuyers at a higher interest rate. 

Although the 10-2 spread is not an exact representation of the margin between banks borrowing 

and lending rates, it serves as a proxy for the profitability of these institutions as they must 

remain competitive with long-term lending rates. Ergo, as the spread shrinks, institutional 

lenders face smaller profit margins and are less willing to provide credit. The result is that only 
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borrowers with near zero default risk are granted loans. Given the majority of homebuyers must 

take out a mortgage to afford a home, a tighter Treasury spread significantly curbs liquidity in 

the housing market as few investors are granted the needed credit to purchase a home. Thus, we 

expect the 10-2 Treasury spread to exhibit a positive relationship with price. However, like the 

relationship between the unemployment rate and home price, we expect the inverse relationship 

to be lagged. We do not expect credit spreads to have an instantaneous effect on home prices 

because only after a substantial amount of home buyers are rejected by lenders will housing 

market demand and liquidity be noticeably impacted. The relationship between the 10-2 Year 

Treasury spread is shown below in Exhibit 2.4.  

Exhibit 2.4:  

 

 
While the relationship between the Treasury spread does not reflect our hypothesized 

relationship, it does not fully reject our intuition. The graph is contradictory to what we expected 

in that since early 2014, the 10-2 Treasury Spread has expressed a clearly inverse relationship 

with home prices. However, the focus of this graph should be that the spread is once again 
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approaching zero. As shown by Figure Z, the last time similar spread values were observed was 

in 2007 and housing prices plummeted in the following months. The takeaway here is that 

although the spread does not express a positive linear relationship with home prices as we 

anticipated, shrinking spreads do create significant issues for the real estate market at a certain 

critical level. This is likely because financial institutions can still make profits as long as a 

positive spread exists, and thus their credit lending behavior does not change substantially 

enough to hamper home prices as the spread shrinks. However, once the spread between short-

term and long-term rates is near zero, or disappears entirely, lending profits are too minimal to 

risk borrower default. At this point net interest margins are so small or nonexistent that lending 

becomes unenticing and uninsurable through the purchase of credit default swaps. Naturally, 

profit seeking financial institutions step away from lending and credit falls into deep shortage. 

Credit is no longer able to prop up demand in the housing market and a liquidity crisis ensues 

driving home prices down. In short, current home buyers should be seriously alarmed by current 

spread levels. Though the 10-2 spread does not exhibit the linear relationship with home prices 

we expected, it seems that current spread levels near zero still pose a significant threat to the 

housing market.  

The fourth and final variable considered in our broader analysis is an ETF sponsored by 

State Street Global Advisors known as the SPDR S&P Homebuilders (XHB). XHB seeks to 

provide “exposure to the homebuilders segment of the S&P 500” (State Street 2019). Including 

XHB in our analysis provides a barometer for the health of the housing market as high demand 

for home construction today suggests a positive outlook on future demand for homes. Thus we 

expect a lagged positive relationship between XHB and home prices. Additionally, because XHB 

consists entirely of homebuilding companies, we expect the value of the ETF to be closely 
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correlated with building permits. As the number of building permits increases so should the 

amount of construction contracts and earnings secured by companies held in XHB. Such a 

suspected correlation bolsters our hypothesis that XHB (like building permits) acts as a leading 

indicator for home prices. As mentioned before, we do not expect the relationship between either 

XHB or building permits to contemporaneous with home prices because of the lag between 

construction of a house and its actual listing on the market. The relationship between XHB and 

building permits is illustrated below in Exhibit 2.5. Further, the relationship between XHB and 

home price is highlighted by Exhibit 2.6.  

Exhibit 2.5:  
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Exhibit 2.6: 
 

 
 

In light of the two graphs above, it appears that both our contentions about XHB were confirmed. 

A simple glance at Exhibit 2.5 shows that XHB and building permits practically move in unison 

and demonstrate near one-to-one correlation. Moreover, Exhibit 2.6 shows in the years following 

the onset of the Great Recession XHB begins recovering well before housing prices. More 

interestingly, in the most proximal months we see XHB fall from its peak value in the beginning 

of 2018. Similar to the current 10-2 Treasury spread levels near zero and the historically cyclical 

nature of unemployment, it seems that XHB could be alluding to an impending fall in home 

prices in the near future.  

 Now that we have outlined the factors considered in our broader analysis, it is time to 

consolidate these components into a single analysis. Depicted in Exhibit 2.7 below are the results 

of an ordinary least squares regression analyzing the relationship between the aforementioned 

four factors and housing price defined by the Zillow price per square foot data. For three of our 
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four variables in our regression, a lag of one year has been implemented. In other words, any 

value for these three variables is compared with square foot prices one year in the future. The 

only variable that is not lagged is the S&P 500 closing value because this is the only factor that 

we expect to have a contemporaneous relationship with price. 

Exhibit 2.7:  

 

 
 

Our regression analysis yields a tremendously high R-squared and adjusted R-squared of 

.97. This result emphasizes the relevance of our selected factors in determining future home 

prices as an estimated 97% of the variance in value per square foot can be explained by changes 

in the variables in our model. Additionally, the coefficients of all our regressors (selected 

variables) were significant at the 10% level with the S&P500 and lagged unemployment rate 

holding significance at the 1% level. Lastly, the signs associated with our regression coefficients 

(except lagged treasury spread) further legitimize our hypothesized relationships and are 

therefore logically grounded. Both the S&P 500 and lagged XHB exhibited an expected positive 

relationship with price while lagged unemployment exhibited an anticipated negative 

relationship with price.  
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To conclude, the results of our regression analysis suggest that the relationship between 

our selected variables and home prices is fairly strong. In retrospect, this analysis yields a 

decidedly inauspicious outlook for the housing markets as three of our four variables allude to 

the possibility of an imminent collapse. The negative relationship between unemployment rates 

and home prices a year in the future is statistically significant. The cyclical nature of 

unemployment points to a rise in the unemployment rate in the coming years and thus we can 

expect a fall in home prices soon after. Further, the 10-2 spread is trending towards zero and 

matching rates during the last housing meltdown. Finally, XHB’s close correlation with building 

permits advocates for its reputation as a leading indicator for home prices. When lagged one 

year, the ETF demonstrates a positive relationship with home prices that is statistically 

significant. The recent decline in the ETF’s value yet again suggests that we may see a correction 

in home prices in the near future.  
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Part 3: Vector Autoregressive Model: A 

Forecast for Future House Prices 
 

 The final element of our three-pronged approach to studying house price behavior is the 

implementation of a vector autoregressive (VAR) model. The inspiration for this analysis stems 

from Follain and Giertz and their use of a similar vector error correction (VEC) model. Follain 

and Giertz identify employment, income, the 10-1 Treasury spread, and the 10-year treasury 

yield as important predictors of house price. While Follain and Giertz cite Estrella and 

Hardouvelis (1991) who determine that the 10-1 Treasury spread is a good predictor of economic 

activity, we find the 10-2 Treasury spread to be as useful and more broadly cited. We adopt these 

variables and make a single addition of a generalized rent variable as well. Given that the data 

are time series and multivariate, it is appropriate to consider a VAR model. VAR models employ 

a stochastic process to recognize the linear interdependencies that may exist among the multiple 

time series. VAR is the generalization of the univariate autoregressive (AR) model and is better 

able to depict the relationship between multiple variables, which is advantageous in creating 

forecasts. Ultimately, implementation of the VAR model enables us to quantify and predict 

house price paths following the rigorous study of statistically significant determinants (i.e. 

employment). 

Data 

 

 The scope of this analysis will be the state of California and all data are quarterly 

beginning in the first quarter of 2004 and ending in the fourth quarter of 2018. As mentioned 

above, the determinants of house price that we use in our VAR model are employment, income, 

the 2-10 Treasury spread, the 10 year treasury yield, and a generalized variable for rent. 

Employment data are from the Federal Reserve Economic Data (FRED) and are measured in 
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persons and are not seasonally adjusted. Income data are gathered from the Bureau of Economic 

Analysis (BEA) and are defined as aggregate personal income (in millions) for the state of 

California and are seasonally adjusted. The 10-2 Treasury spread data are from the FRED and 

represent the difference between the 10 Year Treasury (constant maturity) yield and the 2 Year 

Treasury (constant maturity) yield. Similarly, the 10 Year Treasury yield data are also from the 

FRED and calculated as the 10-Year Treasury (constant maturity) rate. Lastly, the generalized 

rent variable that we have alluded to is generated from the FRED and the data are defined as real 

estate, rental, and leasing earnings in California (in thousands of dollars) and are seasonally 

adjusted. The responding price variable is the all-transactions House Price Index (HPI) for 

California where 1980:Q1 is indexed as equaling 100—these data are not seasonally adjusted. 

 

Methodology and Results 

 

 To correctly employ a VAR model analysis one must first determine the optimal number 

of lags and then ensure that all data used is stationary. The processes for discerning optimal lags 

and stationarity are outlined in the following paragraphs. 

As mentioned above, we first address the time series data and use a criterion for finding 

the optimum number of lags. Generally, researchers use a maximum lag of 4 for quarterly data. 

We find (below) by using the Akaike Information Criterion that 3 lags will be the appropriate 

number of lags to use: 
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Exhibit 3.1: 

 
 

This optimal lag is identified by the asterisk next to 84.31 under the AIC column. Also notice 

that Hannan and Quinn information criterion (HQIC) and final prediction error (FPE) make the 

same recommendation.  

Next, we use the specified optimal lag number for our model to help with testing 

stationarity for our data. We choose the Augmented Dickey-Fuller test as our test for stationarity. 

Here, the null hypothesis is that the data follow a unit root process (i.e. the data is nonstationary), 

and rejection of the null would indicate that the data is stationary—a necessary condition for 

using a vector autoregressive model. We find that levels of HPI are stationary, but the other 

variables are not, initially. A common way to address the issue of nonstationary data is to look at 

first and second differences of the nonstationary variables. If one fails to take a difference when 

the process is deemed nonstationary, regressions will often yield a spuriously significant trend, 

which is not desirable. We find that we can reject the null hypothesis and demonstrate 

stationarity for employment at the second difference, and for all other variables at the first 

difference. We can then say HPI is I(0), employment is I(2), and all other variables are I(1). The 

results of the Augmented Dickey-Fuller test are detailed below with rejection of the null 

hypothesis satisfied at the 10% level for all variables: 
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Exhibit 3.2: 
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Now that the assumptions of stationarity have been met, we can specify our VAR model. 

Using the results from the above Augmented Dickey-Fuller tests, we use the level data for HPI, 

first difference data for income, 2-10 Treasury spread, 10 Year Treasury yield, and Rent, and 

second difference data for employment. The aforementioned specification yields the following 

results: 

 

 

 

 

 

 

 

 

 

 



 42 

Exhibit 3.3: 

 

 
 

 After executing a VAR model it is important to run diagnostic tests to investigate the 

prevalence of common statistical issues that undermine the validity of a model. We first test the 

model for autocorrelation using the Lagrange Multiplier test. The results are detailed below: 

Exhibit 3.4: 

 
 

As mentioned in our optimal lag analysis, we used three lags in our VAR model and thus 

accept the null hypothesis that there is no autocorrelation. The next diagnostic is testing for 

normality in the distribution of residuals for all variables. Our test of choice is the Jarque-Bera 

test which has the null hypothesis of normally distributed residuals. The results are provided 

below: 
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Exhibit 3.5: 

 
 

Notice that we accept the null hypothesis for four of our six variables, concluding that for those 

four variables the residuals are normally distributed. Because we are unable to reject the null for 

the majority of our variables, our model sufficiently satisfies the diagnostic test for normality. 

Lastly, we use the Granger-Causality test to investigate causality among our time series data. We 

find that four of five variables are granger-causal of HPI in our model at the 10% level, with the 

exception being income. Further, the variables are jointly granger-causal at the 1% level. These 

findings are reported below: 

Exhibit 3.6: 

 
 

 The results of all of these VAR diagnostics legitimize our model and build towards the 

unique predictive result of our autoregressive model. We utilize our VAR model to forecast HPI, 
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a proxy for house prices, for the four-year period beginning in 2019:Q1. We provide our forecast 

with 95% confidence below: 

Exhibit 3.7: 

  
 

As supported by the statistical analysis outlined above, we anticipate a large decline in California 

home prices in the next four years. By as late as 2020:Q3, even the upper bound of our 95% 

confidence interval falls below the current HPI level. In the median case, we project roughly a 30 

percent decline in California home prices. We forecast 6 years out in the graphic below to find 

that our model forecasts the bottoming out of this decline in California house prices to be around 

2023:Q3: 
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Exhibit 3.8: 
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Conclusion: 
 

 Our three stages of analysis collectively paint a grim picture for California housing 

markets. Beginning with our cross-covariance analysis, we find that real estate related factors are 

most strongly related with home price contemporaneously, and largely fail to have statistically 

significant predictive power. Although the findings in our cross-covariance analysis prevent 

predictions of home price, we have identified that HAI is reaching all-time lows not seen since 

just prior to the last recession. The lack of affordable housing, as indicated by HAI, suggests that 

future housing demand may be unstable due to the lack of potential buyers. Similarly, our 

confounding economic analysis shows that current Treasury spreads are nearly identical to 

spreads before the 2008 meltdown. Further, our regression results in our confounding economic 

analysis confirm that the unemployment rate, the 10-2 Treasury spread, and XHB are all 

significantly related with home price one year in the future. The statistical significance of these 

relationships coupled with the imminent rise of unemployment rates and the recent fall of XHB 

allude to an impending decline in home prices. While all real estate is local, the variables 

described in our second analysis are not limited to California, and imply future trouble for real 

estate markets more broadly. Finally, the vector autoregression model enables us to forecast 

future price direction. Using HPI as a proxy for home values, the model parallels the first two 

parts of our research and predicts a substantial drop in home prices over the next four years.  
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APPENDIX 

Cross Covariance Analysis Regression Results by Region: 

California: 
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Ventura: 
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Sacramento: 
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Los Angeles: 
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San Francisco 
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Santa Clara: 
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